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Background details

Outlines the background to the 
techniques discussed in each chapter 
to encourage a deeper understanding. 
This includes details of:

●	 What the technique is
●	 When you should use it
●	 When you should not use it
●	 The data required for the analysis
●	 Typical problems to be aware of

Guided tour

 6.1 What are the different shapes of scores 69

Statistical tests are built on
assumptions. A common one

is that the scores on a
variable are normally

distributed – bell-shaped.

So departures from the ideal
bell shape result in tests of
statistical significance not

detecting significant
di�erences as well as if the

ideal shape was met.

Examining the distribution of
scores will help indicate

where such problems are likely.

Psychological data often
depart from the ideal
distribution or shape.

 FIGURE 6.6 influence of distribution shapes on tests of significance

This is a simple table which indicates how frequent each observation is.

Where there are many di�erent values, a frequency table can be unwieldy
unless you use ranges of values rather than individual values.

Frequency
table

This is a pictorial way of representing the frequencies of scores.

Ideally, each bar of the histogram should be proportionate in width to the
range of scores that the bar indicates. Unfortunately, this is not always the case.

The heights of the bars indicate the relative frequencies of scores.

Histogram

 FIGURE 6.8 ideas that are important in the shapes of distributions

 Table 6.1 extraversion scores of 50 airline pilots

3 5 5 4 4 5 5 3 5 2

1 2 5 3 2 1 2 3 3 3

4 2 5 5 4 2 4 5 1 5

5 3 3 4 1 4 2 5 1 2

3 2 5 4 2 1 2 3 4 1
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 GUIDED TOUR xxiii

  Step-by-step illustrations and 
 screenshots of SPSS              

 This presents the stages of data entry and 
data analysis visually to help you gain 
confidence in the processes and procedures 
of SPSS.  

 6.8 Frequency tables 71

 6.7 6.7 Entering the data

In ‘Variable View’ of the ‘Data editor’, name the
variable ‘extrav’.
remove the two decimal places.

step 1

In ‘Data View’ of the ‘Data editor’, enter the
extraversion scores in the first column. 

step 2

 6.8 6.8 Frequency tables

select ‘analyze’,
‘Descriptive statistics’
and ‘Frequencies. . .’. 

step 1

 6.2 6.2 When to use histograms and frequency tables of scores

It is always highly desirable to obtain histograms and/or tables of frequencies of scores. 
This is an essential part of data analysis as conducted by a good researcher. Not to do so 
is basically incompetent, as many important bits of information are contained within these 
simple statistics. Authorities on statistics have often complained that psychologists fail to 
use simple statistical techniques to explore their data prior to more complex analyses. Too 
often this failing is encouraged by SPSS books which hardly mention descriptive statistics.
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xxiv GUIDED TOUR

  Interpreting the output              

 Offers a simple explanation of what the 
important parts of the output mean. SPSS 
statistical output is presented exactly as 
it appears on screen to help you become 
familiar with it.  

72 CHAPTER 6 ShapeS of diStributionS of ScoreS 

 6.9 6.9 Interpreting the output

Select ‘extrav’ and the
button to put it in the
‘Variable(s):’ box.
Select ‘oK’. 

Step 2

The first column shows the
five values of extraversion
which are labelled 1 to 5.

The second column shows
the frequency of these
values. There are 7 cases
with a value of 1.

The fifth column adds
these percentages together
cumulatively down the table.
So 56 percentage of the
cases have values of 3 or less.

The fourth column expresses
these frequencies as a percentage
of the total number excluding
missing data. As there are no
missing cases, the percentages
are the same as in the third column.

The third column expresses these
frequencies as a percentage of
the total number including
missing data. Of all cases, 14
percentage have a value of 1.
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 GUIDED TOUR xxv

Summary of SPSS steps

Summarises the important steps so that 
you can easily see how to input, analyse 
and present data.

 3.10 RepoRting the output 39

 3.10 Reporting the output

Only the category labels, the frequency and the percentage frequency need be reported. 
Consequently, you need to simplify this table if you are going to present it. If the occu-
pation was missing for some of the cases, you would need to decide whether you would 
present percentages including or excluding them. Missing cases are discussed in detail in 
Chapter 33. There is no need to present both sets of figures. Also omit the term ‘Valid’ 
in the first column, as its meaning may only be familiar to SPSS users.

Summary of SPSS steps for frequency tables

Data

●	 in ‘Variable View’ of the ‘Data editor’, ‘name’ the ‘nominal’ or categorical variable, ‘label’ each of its 
values and select ‘nominal’ as the ‘measure’.

●	 name the second variable.
●	 in ‘Data View’ of the ‘Data editor’, enter the value of the category for each case and its frequency.
●	 Select ‘Data’, ‘Weight Cases . . . ’, ‘Weight cases by’ and move the weighting variable to the ‘Fre-

quency Variable:’ box.

Analysis

●	 Select ‘Analyze’, ‘Descriptive Statistics’ and ‘Frequencies . . . ’.
●	 Move the variables to be analyzed to the right-hand box.

Output

●	 the percentage of cases for each category is given for the whole sample in the ‘percent’ column 
including any missing data, and in the ‘Valid percent’ column excluding missing data. if there is no 
missing data, these percentages will be the same.

For further resources including data sets and questions, please refer to the website accompanying this book.
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Statistical Package for the Social Sciences (SPSS) was initially developed in 1965 at 
Stanford University in California. Since then it has become the leading data analysis 
package in the feld, available all over the world in universities and elsewhere. Modern 
computing developments have allowed it to be used on home computers. Because of its 
popularity and universality, using SPSS is one of the most readily transferable of all 
research skills. Once learnt, SPSS can be used virtually anywhere in the world. SPSS is 
constantly being updated, both in terms of the range of statistical techniques covered 
and the detail of the output, although this has had little efect on the basic SPSS material 
covered in this text.

This book is a stand-alone, step-by-step approach to statistical analysis using SPSS for 
Windows and is applicable to Releases 10 to 23 – that is, any version of SPSS that you 
are likely to use. It is suitable for students and researchers wishing to analyse psycho-
logical, sociological, criminological, health and similar data. SPSS does change with 
time, but this book will also be helpful to those using earlier releases of SPSS, as the 
changes that afect this book are generally hard to notice. Although the last six releases 
of SPSS have Statistics in the title and releases 17 and 18 were called PASW Statistics, 
we shall generally refer to all versions as SPSS unless we are speaking about particular 
versions – in which case we will give their release numbers. This is what is generally done 
by most users. The ofcial name of the latest release at the time of publication is IBM 
SPSS Statistics 23.0. We shall refer to it throughout this book as SPSS because it is 
shorter, most users refer to it this way and the frst letter of the original abbreviation 
refers to ‘Statistical’, so it seems redundant to repeat it.

This book updates the sixth edition of Introduction to SPSS in Psychology to cover 
recent changes in SPSS. The structure provides the fastest possible access to computer-
ised data analysis with SPSS, even when using the most advanced techniques. We have 
made the book shorter and less weighty, which should make it even more user-friendly. 
We have omitted chapters that are less likely to be used. Although the examples are 
drawn from psychology, the variables can easily be renamed to make them more appro-
priate to those working in other felds. Each statistical technique is carefully described, 
step by step, using screenshots of SPSS data analysis and output. The user’s attention is 
focused directly on the screenshots, what each of them signifes and why they are impor-
tant. In other words, it is as close as is possible in a textbook to face-to-face individual 
instruction. Users with little or no previous computer skills will be able to quickly ana-
lyse quite complex data and appreciate what the output means.

The chapters have a common pattern. The computer steps (which keys to press) are 
given in exact sequence. However, this is not the end of any data analysis, and so there 
are also explanations of how to interpret and report the SPSS output.

Introduction

F01 Introduction to SPSS in Psychology 86665.indd   26 3/30/17   8:07 PM



 INTRODUCTION xxvii

The basic structure of the major chapters is as follows:

●	 A brief bulleted overview of the use of the procedure or statistical technique. This will 
often be sufficient to get a clear idea of where and when to use the techniques.

●	 An account of what the technique is for and what needs to be known in preparation 
for doing the SPSS analysis. It also gives information about when the technique is used, 
when it should not be used, the data required for the analysis and typical problems that 
we know from long experience cause users difficulties.

●	 An illustrative example is given of the appropriate sorts of data for each statistical 
technique. These examples allow the user to work through our computations, and to 
gain confidence before moving on to their own data.

●	 Data entry for a particular statistical analysis is presented visually and explained in 
adjacent text.

●	 This is followed by a step-by-step, screenshot-by-screenshot description of how a par-
ticular statistical analysis is done using SPSS for Windows.

●	 The SPSS statistical output is included exactly as it appears on the monitor screen and 
in printouts of the analysis. This is crucial – SPSS output can be confusing and unclear 
at first.

●	 The key features of the statistical output are highlighted on the output itself, together 
with simple explanations of what the important parts of the output mean – SPSS output 
is infamous for its over-inclusiveness.

●	 Suggestions are made on reporting the statistical findings in reports, theses and publi-
cations. These include samples of how to describe research findings and present tables 
clearly. The form followed is that recommended by the American Psychological Asso-
ciation (APA), which is also widely used by other publishers.

This book is based on the latest version of SPSS Statistics for Windows (i.e. 
Release 23), but remains suitable for Releases 10 to 22 because of their similarity. 
Although SPSS was until recently updated every year or so, usually there should be 
little difculty in adapting knowledge gained on the older versions to the new version.

Introduction to SPSS in Psychology is an excellent single source for data analysis. It 
is complete in itself and contains many features not available elsewhere. Unlike other 
SPSS books, it meets the needs of students and researchers at all levels. However, it is 
also part of a package of methodology books by the same authors designed to be com-
prehensive, authoritative and exhaustive. The three volumes in this series are closely tied 
to each other. The other two are as follows:

●	 Understanding Statistics in Psychology with SPSS (7th edition) (Harlow: Pearson): This 
is a thorough introduction to statistics for all students. It consists of a basic introduc-
tion to key psychological statistics and also covers many intermediate and advanced 
techniques in detail, while maintaining its accessibility to students. It contains chapters 
on topics, such as meta-analysis, which are seldom covered in other statistics texts. 
Importantly, the structure of the statistics textbook is closely linked to this book. 
Thus, anyone following a chapter in the statistics book will, where appropriate, find 
an equivalent chapter in this book with details of how to do the analysis using SPSS. 
Similarly, anyone using this book will be able to find a detailed account of the tech-
nique in the statistics textbook.
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xxviii INTRODUCTION

●	 Research methods in psychology (2017) (5th edition) (Harlow: Pearson): This is a 
major textbook on research methods in psychology. It covers both quantitative and 
qualitative methods. There are major chapters on report writing, ethics in psychology 
and searching the literature. All aspects of experimental, field study, survey and ques-
tionnaire construction are covered, and guidance is given on qualitative data collection 
and analysis. It includes numerous cross-references to this book and Understanding 
Statistics in Psychology with SPSS.

In other words, the three books ofer a comprehensive introduction to conducting 
research in psychology. They may be used independently or in any combination.

Introduction to SPSS in Psychology can be used alongside virtually any statistics 
textbook to support a wide variety of statistics and practical courses. The range of 
statistical techniques covered is large and includes the simplest as well as the most 
important advanced statistical techniques. The variety of techniques described and the 
relative ease of using SPSS ensure that this guide can be used at introductory, intermedi-
ate and advanced levels of statistics teaching. The structure of the book is such that 
statistical procedures are described more or less in order of conceptual difculty. 
Generally speaking, computing with SPSS is as easy for advanced statistical techniques 
as it is for simple ones.

Chapter 2 is essential reading, as it explains data entry and basic computer operating. 
However, the subsequent chapters can be used on a stand-alone basis if desired. Users 
with insufcient time to work through the guide chapter by chapter should fnd enough 
detail in the relevant chapters to complete an SPSS analysis successfully. Figure 1.1, at 
the end of Chapter  1, states which chapter is most appropriate for which purpose, 
thereby enabling the reader to move directly to that part of the book.

Those who work steadily through the book will proft by doing so. They will have a 
much better overview of SPSS computing procedures. For most readers, this is possible 
in a matter of hours, especially if they have prior knowledge of statistics.

SPSS has an extensive catalogue of statistical procedures – far more than could be 
included here. We have selected those suitable for most purposes when the range of pos-
sibilities is likely to confuse the average reader. The quickness and ease of SPSS mean 
that more advanced users can explore the alternatives by using the menus and dialog 
boxes. Most users will fnd our coverage more than sufcient.

The data and statistical analyses carried out in this book correspond almost always 
to those in the authors’ accompanying statistics text, Understanding Statistics in 
Psychology with SPSS (2017) (7th edition) (Harlow: Pearson). This book is referred 
to as USP, followed by the corresponding chapter or table number.

Dennis Howitt
Duncan Cramer
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●	 Unfortunately, in statistics, there is no gain without some effort. there are a small number 
of statistical concepts which need to be understood in order to speed up learning how to 
use statistics in research. Each of these is discussed and explained in this chapter.

●	 Key ideas covered in this chapter include score variables versus nominal (category) vari-
ables; unrelated versus related designs; descriptive versus inferential statistics; and signifi-
cance testing. With a knowledge of each of these it is possible to quickly develop a working 
knowledge of statistical analysis using SPSS.

●	 the appropriate statistical analysis for data depends very much on the particular type of 
research design employed. You need a basic understanding of what statistics are appropri-
ate for your research design.

●	 the chapter provides detailed advice on how to select a statistical technique for the analysis 
of psychological data.

Overview

Brief introduction  
to statistics

ChaPtEr 1

M01 Introduction to SPSS in Psychology 86665.indd   3 29/03/2017   15:49



4 CHAPTER 1 BrIEf IntrOdUCtIOn tO StatIStICS 

 1.1 Basic statistical concepts essential in SPSS analyses

The basics of statistics are quite simple. The problem is in putting these elements together. 
Nobody can become expert in statistical analysis overnight, but a very small amount of 
knowledge can lead to quite sophisticated analyses being carried out by even the most 
inexperienced researchers. Mathematical ability has very little role to play in data analy-
sis. Much more important is that the researcher understands some basic principles of 
research design. There are close links between different research designs and what the 
appropriate statistical analysis methods for one’s data are. At the most basic level, there 
are two broad classes of research design – the comparative and the correlational designs. 
Of course, each of these has any number of variants. The type of research design 
involved in the study lays down broadly the sort of statistical tests, etc., which are 
needed for the analysis of the data from that study. Sometimes the personal preferences 
of the researcher play a part since, quite often, there are several ways of achieving much 
the same ends.

But before we can discuss research designs, there are two basic concepts we need to 
understand as they are part of the jargon of statistics and SPSS:

Variable: A variable is any concept that can be measured and which varies. Variables are 
largely inventions of the researcher and they can be very different from study to study. 
There are a few fairly standard variables, such as age and gender, that are very commonly 
measured. Typically, however, the variables used tend to be specific to particular topics of 
study. Variables are the means by which psychologists attempt to measure the concepts 
that they use in their research – a variable, generally, cannot perfectly measure a concept 
and so is an approximation to the concept. For this reason, it is important to understand 
that data which involves variables and theory which involves concepts do not always map 
perfectly with each other.
Cases: A case is simply a member of the sample. In psychology a case is usually a 
person (i.e. an individual participant in the research). ‘Case’ is very much SPSS jargon. 
It is a wider and more embracing term than the ‘participants’ which psychologists 
talk about.

Variables normally appear in SPSS analyses as the columns of the data spreadsheet. Cases 
(normally) appear in SPSS analyses as the rows of the data spreadsheet, though it is pos-
sible to reverse these. In other words, variables and cases can be set out in the form of 
a matrix or a two-dimensional array. The size of the matrix depends on the number of 
variables and cases involved.

 1.2 Basic research designs: comparative versus correlational designs

	 ■	 Comparative designs

The basic comparative design compares the typical or average score of a group of 
participants with that of another group. This might involve comparing a group of men 
with a group of women, or comparing an experimental group with a control group 
in an experimental study. This design is illustrated in Table 1.1. Usually, in this sort 
of design, the comparison is between the average score for one group and the average 
score in the other group. Usually, what most people refer to as the average is called 
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 1.2 BaSIC rESEarCh dESIgnS: COmParatIvE vErSUS COrrElatIOnal dESIgnS 5

by statisticians the mean. So the design can be used to assess whether, say, the aver-
age time taken by males getting ready for a first date is different from the average 
time taken by females.

This is the basic version of a whole range of statistical procedures which compare the 
average scores in different groups in more complex research designs. The analysis of vari-
ance (ANOVA) involves a whole family of different research designs based on this basic 
principle. See Figure 1.1 for more information.

	 ■	 Correlational design

The basic correlational design is one in which the researcher measures several different 
things at the same time, using a single group of participants. The things which are meas-
ured might be gender, age, IQ, extraversion and dogmatism. This basic correlational 
design is illustrated in Table 1.2.

The statistical analysis of this sort of design is usually based on the correlation coef-
ficient or some other closely related statistical procedure based on the correlation coeffi-
cient. A correlation coefficient is a numerical index of the size of the relationship between 
two measures. The data from a correlational design may be analysed using a variety of 
statistics, as can be seen in Figure 1.1.

Correlational designs are sometimes called cross-sectional studies. They can be 
more complex, for example, when the researcher adds a time (temporal) dimension 
to the research design. There are special statistics to deal with these more complex 
designs (e.g. causal modelling such as LISREL), but these are essentially correlational 
in nature.

It would be misleading to pretend that the above covers every available statistical 
technique, but a surprising range of statistics can be better understood if the underly-
ing research design is clear to the researcher. Also remember that statistics is a mature 
discipline in its own right, so it is unrealistic to assume that there are instant shortcuts to 
mastery of statistics in psychology. Getting basic concepts clear goes a long way towards 
this mastery, as does some experience.

 Table 1.1 Simple comparative design such as an experiment

Participant 
(case)

GROUP A  
(e.g. experimental group)

Participant  
(case)

GROUP B  
(e.g. control group)

1 13 11 5

2 12 12 8

3 10 13 6

4 7 14 9

5 5 15 3

6 9 16 6

7 5 17 5

8 14 18 4

9 12

10 16

mean = 10.30 mean = 5.75

M01 Introduction to SPSS in Psychology 86665.indd   5 29/03/2017   15:49



6 CHAPTER 1 BrIEf IntrOdUCtIOn tO StatIStICS 

Correlational designs
(e.g. cross-sectional and

survey designs)

Simple statistics for these
include correlation

coe�cients (Ch 9) and
simple regression (Ch 10)

More advanced statistics
for these include multiple

regression (Ch 29–32),
factor analysis (Ch 27) and
partial correlation (Ch 26)

Comparative designs
(e.g. experiments)

Simple statistics include
t-tests (Ch 11 and 12)
and non-parametric

Mann–Whitney test or
Wilcoxon matched-pairs

test (Ch 16)

More advanced statistics
include analysis of variance 

(ANOVA: Ch 18–23), analysis of
covariance (ANCOVA: Ch 24)
and multivariate analysis of
variance (MANOVA: Ch 25)

Broadly speaking, what
type of research design

are you using?

What design? What statistics?Decide the type of
research design you

are using

 FiguRE 1.1 fundamentals of design and statistical analysis

 Table 1.2 Basic correlational design

PARTiciPAnT GendeR AGe iQ exTRAveRSiOn dOGmATiSm

1 female 26 110 15 9

2 male 31 130 19 6

3 female 25 160 22 4

4 female 22 110 34 8

5 male 33 170 12 3

6 female 28 140 17 7

7 male 29 90 16 6

8 male 34 130 22 5

9 female 23 80 26 4

10 male 27 70 11 2

M01 Introduction to SPSS in Psychology 86665.indd   6 29/03/2017   15:49



 1.3 dIffErEnt tYPES Of varIaBlES In StatIStICS 7

 1.3 different types of variables in statistics

One’s ability to use statistics in a practical context will be made much easier if some basic 
information is learnt about the fundamental different types of variables in statistics. Dif-
ferent types of variables require different kinds of statistical techniques for their analysis. 
So there are two basic questions that need to be asked:

●	 What types of variables do I have?

●	 What statistical tests analyse the data from these variables in the way that I want?

Fortunately, there are just two main types of data, so this is relatively straightforward. 
On the other hand, there are many different statistical tests and techniques. Of course, 
the way to learn about each of these is to gain some experience trying each of them out 
by working through the chapters which follow in this book. Most of the chapters in this 
book cover just one statistical technique or test. The important thing is that each chapter 
tells you exactly what sorts of data (variables) are appropriate for that test or technique, 
and then how to do the analysis using a computer.

	 ■	 types of variables

For all practical purposes, variables can be classified as being of two types (see Figure 1.2):

●	 Score variables: Some variables are scores. A score is when a numerical value is given 
to a variable for each case in the sample. This numerical value indicates the quantity 
or amount of the characteristic (variable) in question. So age is a score variable since 
the numerical value indicates an increasing amount of the variable age. One could also 
describe this variable as quantitative.

●	 Nominal or category or categorical variables: Some variables are measured by clas-
sifying cases into one of several named categories. These are also known as nominal, 
categorical or category variables. A better name for them might be ‘qualitative vari-
ables’, because they measure the qualities of things rather than their quantities. For 
example, gender has two named categories – male and female. Nationality is another 
example: English, Welsh, Irish and Scottish are the nationalities of people of Britain. 
They have no numerical implications as such. To say that a person is Scottish is simply 
to put them into that named category. There is one risk of confusion – categories such 
as gender are usually entered into SPSS using different numbers to represent the differ-
ent categories. For example, the variable ‘gender’ has two categories – males could be 
represented by the number 1 and females by the number 2 (or vice versa). The numbers 
used are arbitrary – they could be 1002 and 2005 if the researcher desired. It is vital 
not to confuse these numbers, which merely represent different coding categories or 
qualities, with scores, which indicate the quantity of a variable which characterises 
each participant in the research. For this reason, it is important to label the different 
values of nominal variables in full in the SPSS data spreadsheet, since the number codes, 
in themselves, mean nothing. This is easily done, as is shown on pages 25–26.

	 ■	 alternative traditional classification system

Sometimes variables are classified as nominal, ordinal, interval and ratio. Most textbooks 
go into arcane explanations about the difference between ordinal, interval and ratio 
data. This is mainly of conceptual interest and of little practical significance in selecting 
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 FiguRE 1.2 two schemes for different types of variables

appropriate statistics. Generally speaking, we would advise that this system should be 
ignored, because it does not correspond with modern practice and it causes great confu-
sion. Nominal is exactly the same as our classification of nominal (category) data and is 
important since a particular set of statistical techniques is called for to analyse category 
data. Of the other three, interval measurement is the most important. Interval measure-
ment is where the steps on the scale of measurement are equal (just as centimetre steps on 
a rule are equal). Some psychologists are inclined to the view that this scale of measure-
ment should reflect the underlying psychological variable being measured. Unfortunately, 
it is very difficult (i.e. impossible) to identify whether a psychological measure has equal 
intervals but, nevertheless, it is a sort of holy grail to these psychologists. Others, our-
selves included, take the view that, so long as the numerical scale on which variables are 
measured has equal intervals (which is always the case except for nominal or category 
data, of course, from this perspective), then there is no problem, as it is these numbers on 
which the statistical calculation is based and not some mystical underlying measurement 
scale. However, as a concession, we have mentioned equality of intervals as being desir-
able from time to time in the text. Ratio measures have equal intervals and a zero point, 
which means one can calculate ratios and make statements such as ‘one score is twice as 
big as another score’. Unfortunately, yet again, it is just about to identify any psychologi-
cal variables which definitely are measured on a ratio measurement scale.
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Finally, ordinal data is data which does not have equal intervals, so scores only give 
their rank order. Since the size of the intervals do not matter for ordinal data, it is assumed 
that any psychological score data corresponds to the ordinal measurement scale at a 
minimum. For this reason, some psychologists have advocated the use of non-parametric 
(distribution-free) statistics for the analysis of much psychological data. The problem 
is that these techniques are not so powerful or flexible as most statistics employed in 
psychological research. You will find an extended discussion of ordinal, interval and 
ratio scales of measurement in Howitt, D. and Cramer, D. (2017) research methods in 
psychology, Harlow: Pearson.

	 ■	 Importance of deciding the types of variables involved

It is essential to decide for each of your variables whether it is a nominal (category) vari-
able or a score variable. Write a list of your variables and classify each of them if you are 
a beginner. Eventually, you will do it somewhat automatically, and usually without much 
thought. The statistical techniques which are appropriate for score variables are generally 
inappropriate for nominal or category variables because they measure qualities. So, for 
example, it is appropriate to calculate the mean (numerical average) of any variable which 
is a score (e.g. average age). On the other hand, it is totally inappropriate to calculate the 
mean (average) for variables which consist of named categories. It would be nonsense 
to say that the average nationality is 1.7, since nationality is not a score. The problem is 
that SPSS works with the numbers in the data spreadsheet and does not know whether 
they are scores or numerical codes for different categories. (Though SPSS does allow you 
to classify your variables as ordinal or nominal.)

Do not be surprised to find that all or nearly all of your variables are scores. Psycholo-
gists have a predilection for measuring their variables as scores and it is likely that this 
rubs off on psychology students. What this means is that statistics for nominal or category 
data are often not needed, thus simplifying the task of data analysis.

 1.4 descriptive and inferential statistics compared

	 ■	 difference between descriptive and inferential statistics

There are two main types of statistical techniques – descriptive and inferential statistics.

●	 Descriptive statistics chiefly describe the main features of individual variables. So cal-
culating the average age of a sample of people is an example of descriptive statistics. 
Counting the number of English people would be another example of descriptive sta-
tistics. If one variable is considered at a time, this is known as univariate statistics. 
Bivariate statistics are used when the relationship between two (or more) variables is 
being described.

●	 Inferential statistics is a totally distinct aspect of statistics. It only addresses the ques-
tion of whether one can rely on the findings based on a sample of cases rather than all 
cases. The use of samples is characteristic of nearly all modern research. The problem 
with samples is that some of them are not similar to the populations from which they 
are taken. The phrases ‘statistically significant’ and ‘not statistically significant’ simply 
indicate that any trends in the data can be accepted as likely (i.e. statistically signifi-
cant) or not likely enough to rely on (i.e. not statistically significant). A statistically 
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